


 Time synchronous Simulation

 Real-time Simulation

 User Interactive Simulation

– for design validation, training, failure injection, etc.
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– No change of the Modelica semantics

– This is a relaxation/enhancement of Modelica semantics

– This enables a flexible way to provide user interaction without
enforcing the explicit definition of top-level input variables



 Open Source Modelica Tool

– Compiler for Modelica Code

– Solver for Simulation

• DASSL, Euler, Rungekutter

 Non-Interactive Simulation
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The “Control” module is the interface between OMI and the clients, e.g.

control GUIs. It receives commands (messages) from clients and controls
the simulation accordantly. It communicates the simulation status to clients.


The “ResultManager” is responsible for organizing simulation result data,

provides synchronized access (between calculation and transfer) to
simulation result data.


The “Calculation” thread uses the “OM Solving Service” to get results for a

specific time step and to inform the “ResultManager” about the new
simulation results. Before each time step it allows to modify the model, i.e. it
forwards user stimuli to the running Modelica model.


“Transfer” thread gets simulation results from the “ResultManager”,

synchronizes with the real time and forward the simulation results to clients,
e.g. GUIs.



 CORBA approach is overload for this purpose

 Message passing, based on TCP/IPv4, is used as communication technology,
which also allows the usage of parallel computation
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Name Description URL

Control Server Waits for requests from the GUI Waits for connection on:

127.0.0.1:10501

Control Client Replies to the GUI and sends other synchronization

messages to it

Tries to connect on:

127.0.0.1:10500

Transfer Client Sends simulation results to a GUI Tries to connect on:

127.0.0.1:10502

Name Description URL

Control Client Requests to the OMI Control Server Tries to connect on:

127.0.0.1:10501

Control Server Waits for information from the OMI Control Client Waits for connection on:

127.0.0.1:10500

Transfer Server Waits for simulation results from the OMI Transfer

Client

Waits for connection on:

127.0.0.1:10502

OMI server and client components

GUI server and client components



GUI Request Description OMI::Control Reply

start#1#end Starts or continues the simulation done#1#end

stop#3#end Stops the running simulation and resets all values to

the beginning

done#3#end

changevalue#5#100#par1=2

.3:par2=33.3#end

Changes the value of the appended parameters

(par1=2.3, par2=33.3) at time 100 and stets the

simulation time back to the point where the user

clicked in the GUI (i.e. results after this point in time

are deleted in order to ensure the synchronization

with real interaction time)

done#5#end
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 OMC enhancements:

– Enable dassl2 to be used for interactive simulations

– Improve error handling

 Implementation of Eclipse plug-in “Interactive Simulation Center”

 Implementation of example of standalone control GUIs and domain
specific visualizations


