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MOTIVATIONMOTIVATION
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EOOMS Is Good!

• High-level modelling

• Declarative equations

• Self-documenting

• A-causal model decomposition

• Inheritance

• Model Reuse

• Model-solver separation
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EOOMS Is Good!
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BUT...BUT...
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The Dark Side of EOOMS

......
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The Dark Side of EOOMS
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The Dark Side of EOOMS

Could you Could you 
please, please please, please 

help me?help me?

Proper start values for some of these variables could help
(list of 62 iteration variables follows) 
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The Dark Side of EOOMS

Yes, we can!Yes, we can!
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MATHEMATICAL MATHEMATICAL 
BACKGROUNDBACKGROUND
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It All Started Here

Forte dei Marmi Beach, Tuscany, Summer 2017
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The Mathematical Foundations



14

Problem Set-Up



15

Theorem 1: Superlinear Convergence Close to Solution
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Theorem 2: Convergence - Linear Case
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Theorem 3: Convergence - Mixed Linear-Nonlinear Case
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Theorem 4: Linear Residuals After the First Step
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Take-Home Message

Only nonlinear variable start values and 
nonlinear equations matter!

Theorem 3 + Theorem 4

Don’t bother about start attributes
for the linear variables z
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How Do We Understand NR is Close to Convergence?

|| f(x1)|| << || f(x0)||  ? 

Trivial z0 = 0 means large l(x0)
that becomes l(x1) = 0 !

We define the nonlinear residual r(x0)

|| f(x1)|| << || r(x0)||  means close to convergence 



21

Theorem 5: Is NR Close to Convergence?
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Main (Heuristic) Idea 

If all the ai and Gijk are small, a and b are small

→ || f(x1)|| << || r(x0)||
→ NR is close to convergence!

If NR does not converge, the culprits are likely related
 to the large ai and Gijk !
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Main (Heuristic) Idea - Cont’d

Large ai points to nonlinear equation creating trouble

Large Gijk points to initial guesses w0,j and w0,k

creating trouble in equation i

Gijk considers 2nd-order nonlinear effects
ai  considers higher-order nonlinear effects
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Additional (Heuristic) Idea

Theorem 1 → if x0 is close to the solution, x1 will be 

almost there, no matter what the value of x0

Compute

If NR is close to convergence, S  0

If NR does not converge, the culprits are likely related

 to the large diagonal values sii of S!
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How To Compute S

Combines 1st-order and 2nd-order information
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Summary

In case of NR converge failure:

• Compute one Newton step

• Compute the ai, Gijk, sii indicators

• Rank them in descending order

• Variables with potentially problematic start values are

– Found in equations with large ai

– Pointed by j and k indeces of large Gijk

– Pointed by i indeces of large sii

• Equations with large ai and Gijk may be made less nonlinear by homotopy
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IMPLEMENTATIONIMPLEMENTATION
IN OMCIN OMC
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Implementation in OpenModelica

• Implementation in the C runtime by Teus van der Stelt started in 2021 
with help from Karim Abdelhak and Andreas Heuermann

• The development stalled numerous times for various reasons during 
2021 and 2022

• It was eventually resumed during late 2024 and finalized January 2025.

• Available in version 1.25.0

• Activated with runtime flag -lv=NLS_LOG_NEWTON_DIAGNOSTICS

• Tested successfully on the examples shown in the paper
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Example Output

• Mixed linear/nonlinear electrical circuit model

• Known analytic solution

• Start values selected 10% away from the solution
→ solver fails

• Diagnostic output clearly points out
– the variable vd whose start attribute must be fixed to 

achieve convergence

– the most problematic equation (the diode)
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What Still Needs To Be Done

➢ Handling of systems with only numerical Jacobians

➢ Scaling of residuals
(essential to handle ||r(x0)|| with residual in SI units)

➢ Testing in real failure cases

➢ Integration in the Equation-Based Debugger
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Conclusions

• Nonlinear Newton-Raphson solver failures are a big problem in EOOMS

• Identifying which start attributes need to be improved
to achieve convergence can help a lot

• Identifying the most strongly nonlinear equations can also help,
e.g. to point out where using homotopy could be beneficial

• The LOG_NLS_NEWTON_DIAGNOSTICS method now provides this 
information

• Available in OMC 1.25.0
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Thank you for yourThank you for your
 kind attention! kind attention!
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